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Abstract. Detecting manipulations in images is becoming increasingly
important for combating misinformation and forgery. While recent ad-
vances in computer vision have lead to improved methods for detecting
spliced images, most state-of-the-art methods fail when applied to im-
ages containing mostly text, such as images of documents. We propose
a deep-learning method for detecting manipulations in images of docu-
ments which leverages the unique structured nature of these images in
comparison with those of natural scenes. Specifically, we re-frame the
classic image splice detection problem as a node classification problem, in
which Optical Character Recognition (OCR) bounding boxes form nodes
and edges are added according to a text-specific distance heuristic. We
propose a Variational Autoencoder (VAE)-based embedding algorithm,
which when combined with a graph neural network with attention, out-
performs both a state-of-the-art image splice detection method and a
document-specific method.

Keywords: Manipulation Detection - Graph Neural Networks - Varia-
tional Auto-Encoders.

1 Introduction

Identifying spliced images, or images in which content has been added during
post-processing, has become an important area of research in computer vision.
While spliced images of natural scenes can be used to propagate fake news,
many real-world image splicing examples occur in images containing primarily
text, or images of documents. Digital documents are commonly used to verify
information in domains such as finance and administration, which creates a
natural opportunity for forgery and manipulation. With a background of largely
white space, images of digital documents pose a problem for most state-of-the-art
image manipulation detection models, as they are traditionally trained to detect
inconsistencies in texture and background features. In addition, the forged region
of a document often looks very similar to the original image, as both often are
simply black text on a white background.

In this paper, we propose an image manipulation detection system designed
for improved performance on digital documents. Unlike in natural scene images,
forgery detection in digital documents allows us to use Optical Character Recogni-
tion (OCR) to narrow the search space of potential manipulations to the textual
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content of the image. As the number of text boxes on a given page varies and the
existence of meaningful relationships between boxes can be inferred, the resulting
OCR bounding boxes are natural candidates for learning with Graph Neural
Networks (GNNs). Specifically, we can construct a graph G from a single image of
a document in which the OCR bounding boxes form nodes v = {v1, v, v3, ...v;y| }
where |V| is the number of detected OCR text boxes on the page. The nodes are
connected by edges using a document-specific distance heuristic, such that

1, ifdy ., <T
Cuviv; = v (1)
Y 0, otherwise

where d,, ,, is the distance between nodes v; and v;, T is a numeric threshold
tuned such that connected edges exist within the same paragraph or textual
region on a page. We can then re-frame the splice detection in digital documents
as a node classification problem, in which text nodes are classified either spliced
or genuine.

The primary challenge for this approach is initializing the node embeddings
to effectively create feature vectors h = {h_'l, h_'z...hﬁ/‘} for effective splice manip-
ulation detection. Most methods for learning text-based features from images
(such as OCR) are designed to extract high-level features such as character values
while ignoring low-level features such as text blur, spacing, or font properties.
However, these are the exact properties which are most likely to be relevant for
identifying a spliced box, while high-level features such as the character value or
word are less likely to be discriminative. In the case of manipulation detection
we are interested specifically in ignoring high-level features such as text content
while extracting low-level character-based features.

To accomplish this task, we designed a feature extraction algorithm based on
pre-training the embeddings using a Variational Autoencoder (VAE) on a set of
input and output image pairs. In each image pair, the content varies while the
low-level features (character weight, font, spacing, etc) are held constant. This
results in a latent space embedding that is sensitive to manipulation artifacts
while agnostic to the text content. The encoder from this feature extraction
model forms the first part of the manipulation detection model, with weights
pre-trained on the specially-designed images pairs.

An additional challenge is to design a mechanism which leverages the context
of a given block of text for improved classification. In the case of forgery detection,
the relationships between text nodes are particularly important, as an anomalous
node is most likely to be detected by comparing its features with those of its
neighbors. We would expect to see subtle feature differences in spliced text, as it
likely would have been spliced from another document or image with different
character-level features.

Our solution involves adapting a graph attention layer [31], in which attention
weights are trained to update the node embeddings according to the edges
between nodes h = {51752...5“/‘} - h' = {f?17h72...f7|v‘}. This allows our
model to appropriately update a node embedding by attending to its neighbors
for binary classification (see Figure [I)).
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We evaluate our method on a public datasets of programmatically-generated
document splice dataset. Our proposed model outperforms both a state-of-the-art
image splice detection method and a document-specific method, both of which
are generally unable to differentiate the spliced text from the genuine text.
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Fig. 1. Architecture overview. Our proposed system is designed to label text on an
image of a document as original to the document or as spliced (copied and pasted from
another image). Left to right: First Optical Character Recognition (OCR) bounding
boxes are obtained, and a graph structure is formed by treating the text boxes as
nodes and adding edges accordingly to a document-based distance heuristic. Each graph
is passed through the pre-trained encoder, embedding each node based on low-level
features (Section. The graph’s spatial features are then concatenated with the encoder
output, as represented by €. Next, the node embeddings are updated by a trained
graph attention layer, which implicitly weights edges between nodes to encode relational
information. Finally, a decoder classifies each node as spliced or genuine, at which point
they can be mapped back onto the input image.

2 Related Work

Image Splice Detection Image splicing is a manipulation operation in which
content is copied and pasted from a source image onto a destination image.
Current methods for detecting splices in images can be broadly categorized as
methods that search for local inconsistencies in the image background noise [22//26]
or compression discrepancies [I6I12/23], methods that leverage camera-based arti-
fact inconsistencies [I7)27132], camera-based methods [9] or deep-learning based
methods [2I33I89ITT], with deep-learning based methods generally achieving
the best performance. Several public datasets for benchmarking performance on
image splice detection in natural scenes have been released [20]. In this paper,
we compare our model with Self Consistency [I8], a state-of-the-art image splice
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detection method with a publicly available trained model.

Document Manipulation Detection Methods for detecting manipulations in
documents often try to leverage document-specific features. Examples include
methods that use intrinsic document elements, or portions of the document that
can be matched against a template to gauge authenticity [1], font-based features
[AT0U8], alignment or skew-based features [6] For images of physical documents,
this has included printer identification [S[29028/13]. [30] present findings from
deploying manipulation techniques on real-world datasets.

Graph Neural Networks Graph Neural Networks (GNNs) are intended to
deal with arbitrarily structured data in order to generalize learning methods
to the non-Euclidean domain [7]. Typically, Graph Neural Networks perform
an iterative process of updating node states until equilibrium is reached. The
resulting node states can be learned by consecutive trainable layers in order
to classify nodes, graphs, or edges. [3I] proposed a Graph Attention Networks
(GATs) for learning an attention mechanism on the relationships between nodes.
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Fig. 2. Encoder embeddings capture low-level font features. UMAP [24] visu-
alization of randomly-generated text node embeddings labeled by font (left) and font
size (right). The VAE is able to separate text images based on these low level features.
Notably, the embeddings reveal groups based on character size, despite each text box
being scaled to a uniform height and cropped to a uniform width before being passed
to the model.

3 Methods

Node Embedding Initialization One of the primary challenges in learning
the document graph for forgery localization is initializing the node embeddings.
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Fig. 3. Data used for pre-training the encoder. VAE inputs (top), VAE outputs
(middle), and VAE reconstructions (bottom). The inputs are constructed by drawing
random strings of text (not OCR text images) from OCR results on the training images.
The input images are constructed by assigning the random string specific properties,
and the outputs are always the same string ("etaonisrhldemufpgwybvkjxqz") with
matching properties to the input. This pairing enables the encoder to capture low-level
manipulation artifacts while ignoring content-like character value or sequence patterns.
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Fig. 4. Graph statistics on a sample of 256 images from the Auto-Splice Dataset. Top:
Degree by number of nodes with that degree on a sample set. Bottom: Number of nodes
by degree. The median degree is 8, which intuitively makes sense as the number of
nearby words that might be examined to determine if a block of text has been spliced.
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The node embeddings must have uniform size and contain information that is
likely to be useful for manipulation detection. While we can naively obtain OCR
bounding boxes to represent each node, bounded regions of pixel values will
be variable in size and obscure important information features. When text is
spliced from one image to another, it is unlikely that features like the character
size, font, spacing, and aspect ratio will be identical from the source to the
destination. Thus while most learning methods using images of text seek to
extract the high-level features such as character value or words (i.e. using OCR),
we are interested in an embedding algorithm which can capture these low-level
features. One option would be to try to directly learn the fonts, character spacing
values, and font sizes and form a corresponding feature vector. However, this
would require constructing a pre-defined set of fonts and other low-level features
and would be unlikely to generalize well between document sets.

Instead, we train a generative model on image pairs in which the content (character
values) change but low-level forgery related features are held constant (see Figures
and [2 Ablation studies show improvements of a Variational Autoencoder
(VAE) over a simple auto-encoder and no pretraining, indicating that a VAE
architecture constrains our model to form smooth latent space representations
that are conducive to interpolation when unseen data is encountered. In each
image pair, the input is formed by sampling a random string from the text in
the training images (as obtained through OCR) and creating an image formed
from this text and a random character spacing, size, font, and level of Gaussian
blur. The output image is formed by taking a fixed string (the same string
for every output) and creating an image with the same character spacing, size,
font, and blur values as the input. We then take a random crop of 30x50 pixels
of the input image and a fixed crop (from the top left corner) of the output
image of the same dimensions. While any fixed string could be used as the
output string, we chose to use the alphabetical characters ordered by frequency
of use ("etaonisrhldemufpgwybvkjxqz") in the English language. Compared with
a traditional non-variational autoencoder, we found that the model performed
better on "out of distribution" data, or when the manipulated dataset included
fonts or variations not found in the pre-training data.

Our VAE architecture is composed of four fully-connected encoding layers (sizes
1500, 1204, 908, and 612) with ReLU activation and four fully-connected decoding
layers (size 612, 908, 1204, and 1500) with ReLU activation, with a latent
dimension of size twenty. We use a final Sigmoid activation function, Xavier
initialization, batch size 32, learning rate 0.0001. The loss function is composed
of the reconstruction loss and a regularization term, the Kullback-Leibler (KL)
divergence between the means and variances encoded in latent space and that of
a unit Gaussian. To train our model, we adapt the approximation proposed in
[19]

> KL(gj(ele) [| N (0,1)) + L(w, 2)

J
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where L is the reconstruction error, j is the latent space dimension, KL is
the KL divergence, g;j(z|x) is the encoded distribution, and N(0,1) is a unit
Gaussian. To train our model, we adapt the approximation proposed in [I9], or

£(0;39,2) = 23 (1 +1og ((0")) — (1) = (0]")%)) + BOE(2®, =)

J

where £ is the loss given the parameters # on a text image z(¥) from the

synthetic dataset, pg.i)

on image 7 in the latent space, and BCEy(z(", 2(?) is the binary cross entropy
loss between the output text image z(9) from image pair ¢ and the reconstructed
image &(%).

Graph Learning and Classification We construct the graph by adding edges
between OCR bounding boxes given a document-based heuristic (see Equation .
Because boxes can vary significantly in size, considering a midpoint to midpoint
euclidean distance d is not practical for adding edges, as larger boxes would be
biased towards having a lower degree than smaller boxes. Instead, we propose
an edge addition formula which adds edges based on a function of vertical and
horizontal gaps between the bounding boxes and the respective widths and heights
of each box. Specifically, edges are added when the vertical gap g, between the
boxes is less than three times the minimum height h,,;, and the horizontal gap g5,
is less than four times the minimum height h,,;, (see Equation . Additionally,
the degree of all nodes is capped at 35. See Figure [4]

and oéi) are the mean and variance of the distribution j

(2)

]-7 lfQUSSXhminmghSlehmzn
Cos vs =
Vit 0, otherwise

The nature of text on a page means that, for the purpose of splice detection, not
all edges can be considered equal. For example, a block of text that differs from the
rest of the text on a horizontal line may be more likely to have been spliced than
a block of text that differs from the text above or below. In order to learn these re-
lationships and implicitly apply different weights to different edges, we developed
a model based on graph attention layers, as proposed in [31]. The graph attention
layer takes as input the set of node features , h = {l_il, l_z'g...l_z"w}, h; € R where
|V| is the number of nodes in the graph and F,, is the node embedding dimension
at the nth graph attention layer. In the first graph attention layer, the input is
the encoder latent space embedding concatenated with the scaled bounding box
coordinates of the text nodes, or 2 x latent dim + 4. The outputs of a graph
attention layer are an updated set of node features, potentially with a new node
embedding dimension, or h’ = {i?l,lyg...lZ’N},l;’i € Rfn+1,

An attention weight matrix, W € Rf»*f+1 performs self-attention on each
of the nodes by sharing the attention mechanism a for coefficient computation.
While the weight matrix is applied over all nodes in the graph, structural informa-
tion is preserved by masking the attention to include only first-order neighbors of
a node i. Attention is normalized across all edges by using the softmax function.
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In our proposed model, the attention mechanism is a single-layer neural network
with Leaky ReLU activation.

exp(a(Whi, Why))
S .en, exp(a(Why, Why))

The normalized attention coefficients serve to form a linear combination of input
features, and form the final output node embeddings for the layer. We found
that using multi-head attention and ELU activation improved training stability,
consistent with results in [31]. The output features can thus be represented by

(yij =

Wy =|{) ELUCY . of;WFhy)
JEN;

where K represents the independent attention heads, and || denotes the concate-
nation of the K outputs, or averaging in the case of the final graph attention
layer.

The model architecture is composed of four fully-connected encoding layers with
1500, 1204, 908 and 612 nodes respectively (Section. The encoder is followed by
a three graph attention layers of sizes 36, 29 and 22 and with 4,4, and 6 attention
heads respectively. Residual connection are added between graph attention layer.
Finally the updated embeddings are classified by a decoder with a single fully
connected layer of size 22. We use simple binary cross-entropy loss for training
the model end to end. See Figure [1] for a visualization of the model pipeline.
Auto-Splice Dataset While many publicly available datasets exists for bench-

APPENDIX A

Table A.l: 1980 Census Population by age groups

Age groups U.S. population
Propertion Proportieon Total
(total) {20+ veazs)
Under 1 year 0.0156 3,533,692
1 — 2 smaller 0.0287 6,493,373
€ _ 5 further 0.0419 9,483,880
6 — 11 years 0.0920 20,834,439
12 - 19 years 0.1418 32,113,079
20 - 29 years 0.1803 0.2650 40,839,623
30 - 39 years 0.1392 0.2046 31,526,222
40 - 49 years 0.1005 0. Alaski 22,759,163

Fig. 5. An example image from the spliced image dataset with three splices
("smaller", "further" and "Alaska." In order to classify each block of text as spliced
or genuine, the model is trained to recognize the subtle variations in font or character
width in comparison to its surrounding text.

marking image splice detection, there are few datasets designed for investigating
manipulations in images of text-based documents. As a result, we have created
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and release for public use a dataset of spliced text in images of non-private docu-
ments. The original source of the documents is PDF files from the ICDAR 2013
Table Competition [14]E| The original PDFs contain a wide variety of text types,
ranging from paragraphs in articles to numeric tables. This property helps ensure
a wide variety of character-level features both within and between documents.
Although care was taken to design an automatic splicing process for realistic
splices, it is possible that the automation process introduces biases compared
with a dataset of hand-spliced text boxes. To account for this, we manually
inspected the dataset and found that it contains a range of difficulty levels as
judged by human detection ability. Figure [5| displays a "typical" easy/medium
difficulty image based on visually inspecting a random subset of samples.

First, PDF-level word boxes are extracted from the PDF document directly.
Importantly, the boxes are extracted directly from the PDFs and not using OCR,
which would otherwise give our model an advantage by being able to bound each
potential spliced region with certainty. Each page is then converted to a PNG
image to form a set of unmanipulated document images. To calculate the number
of splices that will occur in the dataset, we multiply the number of PDF word
boxes in the dataset by 0.05, such that in the dataset overall, 5% of the PDF
boxes will be spliced. To perform each splice, a source image is chosen at random,
from which a source box is drawn. A destination box and destination image are
similarly drawn at random, and the source box is scaled and cropped in order to
fit the dimensions of the destination box and pasted. This process is repeated
until the specified number of splices have been performed, with the constraint
that every document retains at least 85% of its original text boxes. Splicing does
not occur between instances of the same document, and there is no constraint
that enforces boxes to be spliced from a document with different character-level
features (font, font size, etc). From each of the 200 total PDF pages, we create
50 identical images to serve as an initial images. The required number of splicing
operations is performed based on the percentage of splices — we created datasets
of both 1% and 5% spliced text boxes, as is reported in Table [I} The resulting
dataset has 10,000 unique images of size 1700x2200, complete with ground truth
splice bounding boxes.

4 Experiments

We experimented with a variety of architectures and ranges for the hyperpa-
rameters, including an encoder with up to 16 fully-connected layers, up to 5
graph attention layers, up to 4 fully-connected decoding layers, and the pres-
ence or absence of residual connections, and ablation studies for the VAE-based
pretraining. We note that our architecture exploration was far from exhaustive
and that further experimentation in architecture design could lead to improved
performance.

! The images in this dataset are images from PDFs from academic works. The PDFs
include articles from sociology journals, some of which discuss violent content and
may be upsetting to certain readers.
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Table 1. The results of our model compared with two other splice detection models
on our dataset of digital document splices. The state-of-the-art image manipulation
detection models are in effect unable to identify splices in documents, despite being far
more computationally expensive than our proposed model. Each model was run on a
single NVIDIA GeForce 29C RTX P8 GPU, which is reflected in the mean seconds per
image.

Auto-Splice Auto-Splice

(5% Manip) (1% Manip.) Auto-Splice

Test F1 ‘Mean Seconds per Image
Self Cons. 0.171 0.130 104.40 s
Intrin. Doc. 0.559 0.348 17.64 s
Proposed Model  0.904 0.653 8.01 s

Comparison Models We compare our proposed model with two state-of-the-
art splice detection models, Intrin. Feats [3] and Self Consistency [18]. [3] is a
model especially designed for detecting manipulations in images of documents.
Similar to our proposed model, it starts from OCR bounding boxes obtained
through Tesseract OCR. Following OCR extraction, a feature vector for each
text bounding box is constructed using the character size, principal inertia axis,
horizontal alignment, and Hu moments [I5]. One of the main contributions of the
method is the use of character-level features that are intrinsic to the document,
in comparison with other methods which rely on the presence of extrinsic feature
watermarks or a master template. [I8] is a deep learning based method designed
to search for inconsistencies in the low-level pixel information for the purpose of
splice detection. It has achieved state-of-the-art performance on several challeng-
ing splice datasets of images of natural scenes, such as Columbia [25] and Realistic
Tampering [2I] . We made use of the publicly available code and pre-trained
model for evaluation released by the authors to perform the comparison on the
spliced document image datasets.

Results While object detection methods often report a mean Average Precision
(mAP) score, this would primarily measure the quality of the OCR engine rather
than splice detection model performance. This is because the inputs to our model
and [3] are OCR bounding boxes. Instead, to evaluate our proposed model’s
ability to detect splices in digital documents, we measure both the F1 score
with respect to labeling boxes as manipulated or genuine. Because our model
takes inputs already partitioned by OCR bounding boxes, it is straightforward
to calculate the F1 score given the predicted labels and ground truth labels.
Discussion We find our model compares favorably to both comparison models,
both in Test F1 score and in Mean Seconds per Image. Future work could consider
new graph construction methods, including methods which are trainable alongside
the rest of the network. One example could include adding edges between blocks
of text that are the same throughout the document. Additionally, we anticipate
significant improvement could come from employing a more robust OCR method.
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